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- $\mathcal{C}(P)$ might contain many points, thus natural to consider finding a smaller subset $Q \subseteq P$ such that $\mathcal{C}(Q) \approx \mathcal{C}(P)$.
- We will measure similarity using the Hausdorff distance between $\mathcal{C}(Q)$ and $\mathcal{C}(P)$, which we denote $\mathrm{D}_{H}(Q, P)$.
- Since $Q \subseteq P$, and $\mathcal{C}(Q), \mathcal{C}(P)$ convex, one can argue $\mathrm{D}_{H}(Q, P)=\max _{p \in P}\|p-\mathcal{C}(Q)\|$.
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MinCardin and MinDist are polynomial time solvable and are dual. A solution to one can be used to search for the solution to the other. Naively the solutions and searching are at least cubic time.
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Many other prior works on approximating the convex hull, though those works generally do not compute the optimal approximation, or give cubic time algorithms for Hausdorff or other related measures.

## Decision Procedure
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## Theorem ([AH23])

Given an instance $P, k$ of MinDist and a value $\tau$. Let $\tau^{\star}=\tau^{\star}(P, k)$.
There is a procedure decider $(P, k, \tau)$, that in $O(n k \log n)$ time returns

1. $\tau=\tau^{\star}$,
2. $\tau<\tau^{\star}$, or
3. $\tau>\tau^{\star}$ and a set $Q$ where $|Q| \leq k$ and $\mathrm{D}_{H}(Q, P) \leq \tau$

Note the result in [AH23] is actually for MinCardin, but with some massaging it yields the above decider.
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- Thus $\tau^{\star} \in \mathcal{V} \cup \mathcal{L}$, where
$\mathcal{V}=\{\|x-y\| \mid x, y \in P\} \quad$ and $\quad \mathcal{L}=\left\{\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right) \mid a, b \in P\right\}$.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Theorem ([CZ21])

Given a set $P \subset \mathbb{R}^{2}$ of $n$ points, and an integer $k>0$, with high probability, in $O\left(n^{4 / 3}\right)$ time, one can compute the value of rank $k$ in $\mathcal{V}$.

## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Theorem ([CZ21])

Given a set $P \subset \mathbb{R}^{2}$ of $n$ points, and an integer $k>0$, with high probability, in $O\left(n^{4 / 3}\right)$ time, one can compute the value of rank $k$ in $\mathcal{V}$.

Stage I of the algorithm:

## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Theorem ([CZ21])

Given a set $P \subset \mathbb{R}^{2}$ of $n$ points, and an integer $k>0$, with high probability, in $O\left(n^{4 / 3}\right)$ time, one can compute the value of rank $k$ in $\mathcal{V}$.

Stage I of the algorithm:

- Use decider to binary search over $\mathcal{V}$ using [CZ21].


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputed $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Theorem ([CZ21])

Given a set $P \subset \mathbb{R}^{2}$ of $n$ points, and an integer $k>0$, with high probability, in $O\left(n^{4 / 3}\right)$ time, one can compute the value of rank $k$ in $\mathcal{V}$.

Stage I of the algorithm:

- Use decider to binary search over $\mathcal{V}$ using [CZ21].
- If $\tau^{\star} \in \mathcal{V}$, then we will find $\tau^{\star}$ and terminate.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputed $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Theorem ([CZ21])

Given a set $P \subset \mathbb{R}^{2}$ of $n$ points, and an integer $k>0$, with high probability, in $O\left(n^{4 / 3}\right)$ time, one can compute the value of rank $k$ in $\mathcal{V}$.

Stage I of the algorithm:

- Use decider to binary search over $\mathcal{V}$ using [CZ21].
- If $\tau^{\star} \in \mathcal{V}$, then we will find $\tau^{\star}$ and terminate.
- Otherwise, returns value $r, R \in \mathcal{V}$ such that $\tau^{\star} \in(r, R)$.


## Searching

- Let extremal $\left(\ell_{a, b}\right)=\max _{p \in P_{a, b}} \mathrm{~d}\left(p, \ell_{a, b}\right)$. If one precomputes $\mathcal{C}(P)$, extremal $\left(\ell_{a, b}\right)$ takes $O(\log n)$ time by binary searching.
- $|\mathcal{V} \cup \mathcal{L}|=O\left(n^{2}\right)$, and takes $O\left(n^{2} \log n\right)$ time to explicitly compute.
- Gives $O\left(n^{2} \log n+n k \log ^{2} n\right)$ using the $O(n k \log n)$ time decider.
- Our goal is to beat quadratic time for small $k$.


## Theorem ([CZ21])

Given a set $P \subset \mathbb{R}^{2}$ of $n$ points, and an integer $k>0$, with high probability, in $O\left(n^{4 / 3}\right)$ time, one can compute the value of rank $k$ in $\mathcal{V}$.

Stage I of the algorithm:

- Use decider to binary search over $\mathcal{V}$ using [CZ21].
- If $\tau^{\star} \in \mathcal{V}$, then we will find $\tau^{\star}$ and terminate.
- Otherwise, returns value $r, R \in \mathcal{V}$ such that $\tau^{\star} \in(r, R)$.
- Takes $O\left(\left(n^{4 / 3}+n k \log n\right) \log n\right)$ time w.h.p.


## Stage 2

- After Stage I, we can now focus on $\mathcal{L}$.


## Stage 2

- After Stage I, we can now focus on $\mathcal{L}$.
- Sample a set $S$ of $\Theta\left(n^{3 / 2} \log n\right)$ values from $\mathcal{L}$. Let $U=S \cap(r, R)$.


## Stage 2

- After Stage I, we can now focus on $\mathcal{L}$.
- Sample a set $S$ of $\Theta\left(n^{3 / 2} \log n\right)$ values from $\mathcal{L}$. Let $U=S \cap(r, R)$.
- Binary search over $U$, again using decider.


## Stage 2

- After Stage I, we can now focus on $\mathcal{L}$.
- Sample a set $S$ of $\Theta\left(n^{3 / 2} \log n\right)$ values from $\mathcal{L}$. Let $U=S \cap(r, R)$.
- Binary search over $U$, again using decider.
- Again produces an interval $\left(r^{\prime}, R^{\prime}\right)$ such that $\tau^{\star} \in\left(r^{\prime}, R^{\prime}\right)$.


## Stage 2

- After Stage I, we can now focus on $\mathcal{L}$.
- Sample a set $S$ of $\Theta\left(n^{3 / 2} \log n\right)$ values from $\mathcal{L}$. Let $U=S \cap(r, R)$.
- Binary search over $U$, again using decider.
- Again produces an interval $\left(r^{\prime}, R^{\prime}\right)$ such that $\tau^{\star} \in\left(r^{\prime}, R^{\prime}\right)$.
- Can argue that w.h.p. $\left(r^{\prime}, R^{\prime}\right) \cap \mathcal{L}=O(\sqrt{n})$. (similar to [HR14]).


## Stage 2

- After Stage I, we can now focus on $\mathcal{L}$.
- Sample a set $S$ of $\Theta\left(n^{3 / 2} \log n\right)$ values from $\mathcal{L}$. Let $U=S \cap(r, R)$.
- Binary search over $U$, again using decider.
- Again produces an interval $\left(r^{\prime}, R^{\prime}\right)$ such that $\tau^{\star} \in\left(r^{\prime}, R^{\prime}\right)$.
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- The problem is we do not have direct access to the set $\left(r^{\prime}, R^{\prime}\right) \cap \mathcal{L}$.
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- Stage II: $O\left(\left(n^{3 / 2} \log n+n k \log n\right) \log n\right)$
- Stage III: $O\left(n^{3 / 2} k \log n\right)$
- Total Time: $O\left(n^{3 / 2}(k+\log n) \log n\right)$
- Optimizing the $\mathcal{L}$ sample size can improve the time to: $O\left(n^{3 / 2} \sqrt{k} \log ^{3 / 2} n+k n \log ^{2} n\right)$


## Main Result

The MinDist problem can be solved in $O\left(n^{3 / 2} \sqrt{k} \log ^{3 / 2} n+k n \log ^{2} n\right)$ time with high probability.
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